Magnetic phase diagram of $Y_2CuO_4$: Weak ferromagnetism and metamagnetic transition
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We have studied the magnetic properties of $Y_2CuO_4$, synthesized at high pressures. This cuprate crystallizes in the Nd$_2$CuO$_4$-type structure ($T'$), characteristic of the electron-doped superconductors. Since the Y ions are nonmagnetic, this compound is very suitable to study the magnetism of the Cu lattice, without any interference from the rare earths. We have measured dc magnetization vs temperature in several magnetic fields up to 50 kOe, both after field cooling (FC) and zero-field cooling (ZFC) the samples, and we have made isothermal magnetization measurements vs field, from 5 to 340 K. We have also performed a detailed study of the ac-susceptibility dependence on the dc field, the ac field, and the frequency. All the measurements indicate a three-dimensional antiferromagnetic (AF) ordering of the Cu lattice below $T_N = 257(1)$ K, with the Cu spins slightly canted away from perfect AF alignment. This canting produces a weak ferromagnetic (WF) component for each CuO$_2$ plane. However, at zero field, the AF coupling between different planes makes that the WF components remain almost compensated, and only after a metamagnetic transition can the weak ferromagnetic behavior be evidenced. Above $T_N$, the WF component is still induced by the field in a large temperature interval. Below $T_N$, an irreversibility line has been determined from hysteresis loops and magnetization vs temperature measurements in FC and ZFC conditions. It follows a de Almeida–Thouless law $H_{irr} \propto (T_N - T)_{1/2}$. Below the irreversibility line, typical logarithmic relaxation processes of the ZFC magnetization are detected. Finally, an activated dynamic scaling describes the frequency dependence of the ac-susceptibility peak found below $T_N$ and associated with magnetic freezing processes. All these features are characteristic of the existence of finite-size weak ferromagnetic clusters.

I. INTRODUCTION

The discovery of superconductivity in the electron-doped compounds $\text{Nd}_{2-x}A_x\text{CuO}_4$ ($A = \text{Pr}$, Nd, Sm, Eu; $A = \text{Ce}$, Th), which crystallize in the tetragonal Nd$_2$CuO$_4$-type structure ($T'$ phase), has stimulated a number of studies on the magnetic properties of the series of rare-earth cuprates ($R_2\text{CuO}_4$, $R = \text{Pr}, \ldots, \text{Tm}, \text{Y}$) with the same structural phase. Referring to the Cu sublattice, a peculiar characteristic of this structure is the square-planar coordination of the Cu ions which lie in CuO$_2$ planes.

In Nd$_2$CuO$_4$, neutron-scattering experiments have shown a transition from a state with strong two-dimensional antiferromagnetic (AF) correlations to a three-dimensional antiferromagnetic (AF) phase below $\approx 255$ K, with an ordered magnetic moment of $0.4(1)\mu_B$/Cu atom. On cooling, two other magnetic phase transitions in which the Cu spins reorient have also been observed. Other transitions affecting only the Nd spins, and not the Cu sublattice, have been detected too. Otherwise, no evidence for a distortion from the $T'$ structure has been observed at any temperature.

In Sm$_2$CuO$_4$ and Pr$_2$CuO$_4$, neutron-scattering experiments have also indicated a transition to three-dimensional AF order, from a phase with strong two-dimensional AF correlations. In these cases, the transition temperatures are 255 and 280 K, the ordered magnetic moments are 0.40 and 0.38$\mu_B$/Cu atom, respectively, and no changes occur in the Cu spin sublattice below the transition temperature.

Recently, magnetization measurements on Nd$_2$CuO$_4$ single crystals and field-dependent neutron-diffraction measurements on Nd$_2$CuO$_4$ and Sm$_2$CuO$_4$ single crystals have stated a noncollinear magnetic structure for these two compounds. It means that the Cu spins are AF
aligned along the \( a \) axis for a \( \text{CuO}_2 \) plane and along the \( b \) axis for its neighboring layers. It has also been pointed out that there is the possibility of the same noncollinear magnetic structure for \( \text{Pr}_2\text{CuO}_4 \).\(^6\)

When these cuprates are doped with Ce or Th, the temperature of the three-dimensional AF ordering continuously decreases until 0 K and, after that, a superconducting phase is achieved.\(^7\) Despite this, \( \text{Gd}_2\text{CuO}_4 \) has also been doped with Ce, but it does not show superconductivity.\(^8\)

In \( \text{Gd}_2\text{CuO}_4 \), a weak peak in the susceptibility at \( \approx 275 \) K has been found with the field applied parallel to the \( \text{CuO}_2 \) planes.\(^9\) Almost no angular dependence within the \( ab \) planes has been found, but there is no signal of peak for fields applied perpendicular to these planes. Neutron-diffraction experiments on \( \text{Gd}_2\text{CuO}_4 \) have indicated, that below the temperature of the susceptibility peak, the Cu moments order AF along the \{110\} directions.\(^10\) These features have been tentatively attributed to a transition from a state with two-dimensional AF short-range correlations to a state with three-dimensional AF order with a weak ferromagnetic (WF) component. This component should be due to a canting of the Cu moments out of the \{110\} directions within the \( \text{CuO}_2 \) planes. It has been proposed that the Dzyaloshinski-Moriya interaction probably produces this canting.\(^11\) This interaction will be canceled unless we assume that the local crystal symmetry is lower than tetragonal, i.e., there is a local distortion of the crystal structure and the Cu-O coordination is no longer square planar.

For the heavier rare-earth cuprates (\( R = \text{ Tb}, \text{ Dy}, \text{ Ho}, \text{ Er}, \text{Tm} \)), a transition to three-dimensional AF order with a WF component has also been detected, by means of magnetic measurements.\(^12\)

Several investigations concerning the phase diagram of the cuprates (\( \text{GdR}_{1.58}\text{Ce}_{0.15}\text{CuO}_2-g \)) where \( R = \text{Pr}, \text{Nd}, \) and \( \text{Sm} \), have been developed.\(^13\) These studies showed that the superconductive behavior in the cuprates without Gd is suppressed with increasing Gd concentration. In this case, a high concentration of Gd produces not only an AF order of the Cu spins, but also a WF component of these spins. As previously discussed, this component may only occur if it is assumed that a local structural distortion reducing the tetragonal symmetry of the compound occurs. In this case, increasing the Gd concentration at the expense of Pr, Nd, or Sm ions generates a displacement of the oxygen atoms within the \( \text{CuO}_2 \) planes, which leads to a local orthorhombic symmetry, induces the WF component, and suppresses the superconducting behavior. It is still unknown why such a distortion of the \( \text{CuO}_2 \) planes cannot coexist with superconductivity, but there are several examples which show that there is a close relationship between the crystal symmetry and the superconducting behavior in the layered cuprates.\(^14\)

Knowing the relevance of the Cu sublattice in the physical properties of the layered cuprates, \( \text{Y}_2\text{CuO}_4 \) appears to be an excellent material to study their magnetic properties because the nonmagnetic character of \( \text{Y}^{3+} \) ions will allow a full study of the magnetic behavior of \( \text{CuO}_2 \) planes.

In a previous work,\(^15\) we observed a peak at \( T_N = 257 \) K in the low-field magnetization measurements of \( \text{Y}_2\text{CuO}_4 \), similar to that found for \( \text{Gd}_2\text{CuO}_4 \), and a field-induced transition below \( T_N \), similar to that found for \( \text{La}_2\text{CuO}_4 \).\(^16\) We concluded that a transition to a three-dimensional AF order, with a WF component due to a canting of the Cu moments, occurs at \( T_N \). Below this temperature, a field-induced metamagnetic-like transition takes place and, below this transition, the interlayer AF coupling masks the WF order. In this work, we present a detailed study of these transitions and we generate the magnetic phase diagram of the Cu sublattice in \( \text{Y}_2\text{CuO}_4 \), together with an analysis of the complex relationship existing between the magnetic properties and the microstructural features of \( \text{Y}_2\text{CuO}_4 \) oxides.

### II. Sample Preparation and Structural Characterization

Different samples of \( \text{Y}_2\text{CuO}_4 \) were prepared at high temperature under high pressure using a belt-type apparatus. Two different experimental systems were used, with maximum pressures of 47 and 90 kbar, respectively. The stoichiometric mixture of copper and yttrium oxides was thoroughly ground and heated at 1000°C for approximately 3 h. This procedure removed hydroxides from the mixture and led to a homogeneous mixture of the intermediate phase \( \text{Y}_2\text{CuO}_3 \) and part of the yttrium oxide \( \text{Y}_2\text{O}_3 \). We then sealed this mixture in platinum capsules and we placed them in the high-pressure furnace. The pressure was first increased to different values between 45 and 85 kbar, at a rate of \( \approx 1.5 \) kbar/min. Then the temperature was raised up to 750°C at \( \approx 150°C/min \) and, finally, to 1000°C at \( \approx 50°C/min \). Both parameters were kept constant for about 75 min. The temperature was then decreased to room temperature at \( \approx 150°C/min \) and the pressure released.

Nine different samples, prepared at different pressures between 47 and 85 kbar, were measured in this work. Sample A, weighing \( \approx 20 \) mg, is the same used in Ref. 15. We also have to remark that the same synthesis process, at 47 kbar, produced the powder sample designated as C and a piece of ceramic sample designated as D. The larger samples (typically \( \approx 350 \) mg) were prepared using the 47-kbar apparatus.

We have confirmed the cationic stoichiometry of the \( \text{Y}_2\text{CuO}_4 \) cuprate by energy-dispersive microanalysis made using a Jeol JSM 840-A scanning electron microscope. X-ray powder-diffraction measurements were made with a Guinier camera using Fe \( K_\alpha \) radiation. Although the strongest peaks measured for our \( \text{Y}_2\text{CuO}_4 \) samples may be indexed in the 14/mmm space group with the Nd\(_2\)CuO\(_4\)-type unit cell (known also as \( T' \)), a closer analysis revealed the presence of many extra weak reflexions. These extra reflexions indicate the existence of superstructures with lower symmetry. These superstructures have been identified in Ref. 17 for \( \text{Tm}_2\text{CuO}_4 \), \( \text{Gd}_2\text{CuO}_4 \), and \( \text{Y}_2\text{CuO}_4 \). The approximate size of the corresponding supercells are (a)
\(a \sqrt{2} \times a \sqrt{2} \times c\), (b) \(2a \sqrt{2} \times a \sqrt{2} \times c\), and (c) \(2a \sqrt{2} \times 2a \sqrt{2} \times 2c\). The superstructures have also been observed by electron microscopy, often in different grains of the same sample. The most common lattice superstructure observed for \(Y_2CuO_4\) corresponds to \(2a \sqrt{2} \times a \sqrt{2} \times c\). We may conclude that the average structure of \(Y_2CuO_4\) is the tetragonal \(T^\prime\), with the lattice parameters \(a = 3.860\ \text{Å}\) and \(c = 11.72\ \text{Å}\), although affected by different types of distortions.

We have tried to prepare samples substituting Ce, Ca, and Sr for Y in the \(T^\prime\) structure. We prepared mixtures of the corresponding oxides and followed the same process used to obtain the pure yttrium cuprate, with pressures of synthesis as high as 85 kbar. We prepared samples with nominal composition of dopants ranging from 0.025 atoms/f.u. up to 0.2 atoms/f.u. for Ce, and up to 0.1 atoms/f.u. for Sr. In the case of Ca, we prepared a single sample with 0.15 atoms/f.u. The x-ray-diffraction study of these materials showed a constant value of the lattice parameters for the different nominal compositions. This observation suggests that none of the dopants have entered into the \(T^\prime\) structure. The absence of Ce and Ca in the Y-rich phase and the segregation of Ce- or Ca-rich phases was confirmed by energy-dispersive microanalysis.

III. EXPERIMENTAL TECHNIQUES

dc magnetization measurements have been carried out in magnetic fields up to 50 kOe in the temperature range from 5 to 340 K, using a Quantum Design superconducting quantum interference device magnetometer. The core diamagnetism of the sample (\(\chi_{dia} \approx -1.1 \times 10^{-8}\) emu/g) has been subtracted in all cases.

The ac susceptibility has been measured with a Lake Shore susceptometer from 5 to 300 K, at frequencies ranging from 10 to 1000 Hz, excitation fields from 1 to 10 Oe, and external dc magnetic fields up to 2 kOe.

IV. RESULTS

A. dc magnetization

As we have previously reported in Ref. 15, a pronounced maximum of the low-field dc magnetization, \(M_{dc}\), is observed for sample A at \(T_N \approx 257\) K. Figure 1(a) shows \(M_{dc}/H\) vs \(T\), measured at 60 Oe. The value of the magnetization at the maximum is \(M_{dc}/H \approx 4 \times 10^{-5}\) emu/g. Below this temperature, substantial differences are observed between measurements made upon warming after field cooling (FC) the sample in the same magnetic field and those made after zero-field cooling (ZFC) the sample. We have measured the temperature dependence of the magnetization for different applied fields between 60 Oe and 50 kOe. Figures 1(a) and 2(a) show the differences found when the system is cooled under FC or ZFC conditions, for several fields up to 10 kOe. Notice the broadening of the ZFC peak and the evolution of the FC measurements with increasing magnetic field. For fields above 35 kOe, there are no differences between ZFC and FC measurements down to 5 K. Figure 2(b) shows the evolution of \(M_{dc}/H\) after FC the sample with the magnetic field of the measurement. We may observe that \(M_{dc}\) tends to saturate with increasing magnetic field for all the measured range of temperature.

Hysteresis loops from \(-50\) to 50 kOe at different temperatures have also been measured for sample A. Figure 3 shows characteristic loops for temperatures above and below \(T_N\), measured after FC the sample in 50 kOe. Well above \(T_N\), \(M_{dc}(H,T)\) is linear with \(H\) up to 50 kOe, as seen in Fig. 3(a) for \(T = 340\) K. At lower temperatures, but still above \(T_N\), the \(M_{dc}\) vs \(H\) curves show a fast increase of the magnetization at low fields, reaching a saturation regime for high fields. The magnetic field where this regime is reached decreases continuously with decreasing temperature. The saturation regime may be approximately described by the linear equation:

\[
M_{dc}(H,T) = M_S(T) + \chi_{dia}(T)H,
\]

where \(\chi_{dia}(T) = \lim_{H \to 0} \chi_d(H,T)\) and \(\chi_d(H,T) \equiv \partial M_{dc}(H)/\partial H\) is the differential susceptibility. \(M_S(T)\)
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\(33\) Hz and 1000 Hz. Inset: Fit of the high-temperature part of the susceptibility to \(\chi_d(T) = \chi_0 + (D\chi_0)^{\gamma} (T - T_N)^{-\gamma}\). (b) Real part of the ac susceptibility, \(\chi'(T)\), vs temperature measured for sample B with \(H_{ac} = 5\) Oe and different frequencies between 33 and 1000 Hz.
FIG. 2. $M_{dc}/H$ vs $T$ of sample A, (a) measured after ZFC (inferior curves) and FC (superior curves) in 1, 2, 4, and 10 kOe and (b) measured after FC in 10, 20, 30, 40, and 50 kOe.

represents the saturation magnetization extrapolated from the high-field linear regime. At $T=0$, we extrapolate the value $M_S(0) = 9.3 \times 10^{-5} \mu_B$/Cu atom.

Figures 4(a), 4(b), and 4(c) are enlargements of the measured cycles showing the behavior of the magnetization at low fields, at different temperatures below $T_N$. The $M_{dc}$ vs $H$ curves present a metamagneticlike field-induced transition at a critical field $H_c$. At low temperatures, the curves show an hysteretic behavior near $H_c$, and around $H=0$ when the magnetic field is reversed in hysteresis loops. In both cases, the hysteresis is strongly dependent on temperature. As seen in Figs. 4(a) and 4(b), $M_{dc}(H)$ is almost linear in the region $-H_c \leq H \leq H_c$. However, at the lowest temperatures, the hysteresis totally masks the intrinsic behavior of this region.

We have also measured magnetization vs field cycles between 0 and 2 kOe, after FC in 2 kOe. A typical cycle is shown in the inset of Fig. 4(a). Due to the hysteretic nature of the transition, two values for the critical fields, $H'_c$ and $H''_c$, have been determined for increasing and decreasing field measurements, respectively. We have found that these values, shown in Fig. 5 as a function of $T$, are not dependent on the field used for cooling or on the maximum field reached during the magnetization cycle. Both critical fields coincide at a tricritical point, determined at $T_c \approx 240$ K and $H_c = H_c(T_c) \approx 600$ Oe. Above $T_c$, the $M_{dc}(T)$ vs $H$ curves are reversible when crossing the metamagnetic transition. Below $T_c$, the metamagnetic transition becomes irreversible and also a hysteresis loop around $H=0$ appears, with a remanent magnetization $M_r = 2.5 \times 10^{-4} \mu_B$/Cu atom. As the temperature decreases, hysteresis develops and $H''_c$ starts to decrease. For $T \leq 130$ K, $H''_c$ becomes negative and the hysteresis cycles with two loops centered at $\pm H_c$, gradually become a single loop as the temperature continues to decrease, as shown in Fig. 3(b) for $T = 6$ K. As a consequence, this enhancement of the hysteresis produces an abrupt increase of the remanent magnetization.

In order to observe the region below the metamagnetic transition without interferences of the transition or the regime above it, we have measured hysteresis loops between $\pm 200$ Oe at different temperatures below $T_N$ and the first magnetization curves after ZFC at 5 K (Fig. 6) and 180 K, up to fields $H > H_c$. The hysteresis loops between fields lower than $H_c$ are almost reversible and the magnetization vs field is linear from zero field up to $H_c$ at any temperature.

All these dc magnetization measurements were repeated for sample C. The essential results are compared with those of sample A as follows: The maximum of the low-
field dc magnetization vs temperature is only observable after the ZFC procedure; it is located around 200 K and is an order of magnitude larger ($M_{dc}/H \approx 1.8 \times 10^{-4}$ emu/g). The differences between ZFC and FC procedures are more pronounced and begin above the temperature of the maximum. The FC measurements do not show a peak, even at low fields; instead, they show a monotonic decrease of the magnetization with increasing temperature. The dc magnetization vs temperature begins to resemble that of sample A for higher fields. The hysteresis loops between ±50 kOe measured after FC sample C in 50 kOe are similar to those of sample A, although the extrapolated saturation magnetization is slightly larger for the whole temperature range of the measurement, $M_s(0) \approx 11.5 \times 10^{-3} \mu_B$/Cu atom. The metamagnetic transition can only be observed at low temperatures ($T < 60$ K) and, even then, only as a narrowing of the hysteresis loop indicating the existence of two loops centered at ±$H_c$, similar to that of Fig. 4(c). The first magnetization curve at 5 K after ZFC (Fig. 6) is rather different from that of sample A. In sample C, below the metamagnetic transition located at $H_c' \approx 5000$ Oe at 5 K, there is a fast increase of the magnetization with field up to ≈2000 Oe. Between 2000 Oe and $H_c'$, there is a linear saturation regime, with an extrapolated saturation magnetization $M_s(5$ K) = $1.3 \times 10^{-3} \mu_B$/Cu atom.

We have also measured the dc magnetization vs temperature of sample D, for different fields after ZFC the sample. We show some of these measurements in Fig. 7.

**FIG. 5.** Phase diagram of sample A of Y$_2$CuO$_4$. Triangles and diamonds correspond to the critical fields $H_c'$ and $H_c''$, respectively. The squares and the solid line determine the WF transition.

**FIG. 4.** Enlargement of the central zone of $M_{dc}$ vs $H$ loops between ±50 kOe measured after FC in 50 kOe for (a) 230 K, (b) 180 K, and (c) 120 K. Inset: Magnetization measured at 200 K for a smaller field cycle between 0 and 2 kOe, after FC in 2 kOe. The arrows indicate the definition of $H_c'$ and $H_c''$ as used in the text.

**FIG. 6.** First magnetization curves measured at 5 K after ZFC for samples A (squares) and C (circles). The linear fit of the saturation magnetization of sample C below $H_c$ is also plotted. The arrows signal $H_c'$ (5 K) for both samples.
FIG. 7. $M_{dc}/H$ vs $T$ measured at 50 Oe (squares), 200 Oe (circles), and 500 Oe (triangles) after ZFC for sample D. Notice the shoulder at $\approx 255$ K, which becomes visible for the higher fields.

At low fields ($H = 50$ Oe), a peak at $\approx 217$ K is present, with a value of the magnetization, $M_{dc}/H \approx 6.5 \times 10^{-3}$ emu/g, intermediate between those of samples A and C. Increasing the magnetic field, this peak quickly becomes weaker, unmasking a shoulder at about $255$ K. The value of the magnetization at this shoulder, $M_{dc}/H \approx 3 \times 10^{-3}$ emu/g, is rather similar to the value at the peak of sample A and, consequently, we will relate the shoulder with the peak at $T_N = 257(1)$ K.

The low-field dc magnetization of sample E has also been measured as a function of temperature. We have found a peak at $\approx 185$ K stronger and broader than the peaks found in the other samples. The magnetization at the peak is $M_{dc}/H \approx 4.5 \times 10^{-4}$ emu/g. The irreversibility between ZFC and FC measurements begins above the temperature of the maximum and it is very pronounced. In fact, this sample exhibits a peculiar behavior, rather similar to that of sample C.

B. ac susceptibility

At the same temperature of the maximum of the low-field dc magnetization, we have observed a peak in the real component of the ac susceptibility of sample A. The value of the susceptibility at this peak, $\chi''_{\text{max}} \approx 4 \times 10^{-5}$ emu/g, coincides with the maximum of $M_{dc}/H$ at low field. A detailed analysis of the ac susceptibility was carried out for samples B and C because of its larger size ($m > 160$ mg).

We have measured sample B with an excitation field of 5 Oe and different frequencies between 33 and 1000 Hz. All the measurements show a peak at $\approx 257$ K for the real component of the ac susceptibility with a maximum, $\chi''_{\text{max}} \approx 4 \times 10^{-5}$ emu/g, very similar to that found in sample A [Fig. 1(b)]. The imaginary component, $\chi''(T)$, also shows a peak at approximately the same temperature. We have not detected any variation with frequency within our experimental sensitivity.

Sample C shows a more intense maximum of both components of the ac susceptibility at $\approx 220$ K ($\chi''_{\text{max}} \approx 2.5 \times 10^{-4}$ emu/g). This maximum shows some dependence on the ac field, between 1 and 10 Oe. This field dependence is related to the deviations from linearity in the $M_{dc}$ vs $H$ curves, even at low fields. The frequency dependence for both the real, $\chi'(T)$, and the imaginary, $\chi''(T)$, parts of the ac susceptibility is shown in Fig. 8. Well above the maximum, $\chi'(T)$ is almost frequency independent. Near the susceptibility peak and below it, $\chi''(T)$ is smaller for the higher frequencies. This frequency dependence becomes smaller as the temperature is lowered and no differences between the values for 10 and 1000 Hz were detected below $\approx 80$ K. $\chi''(T)$ also presents a maximum, although at a temperature somewhat below that of $\chi'(T)$. For temperatures above the maximum, $\chi''(T)$ is reduced for smaller frequencies and, for temperatures below the peak, the frequency dependence is negligible. We have also measured the ac susceptibility of this sample under applied dc magnetic fields up to 2 kOe. With an increase in the dc field applied upon the sample, the susceptibility peak largely broadens and weakens and its maximum shifts towards higher temperature.

The ac susceptibility of sample D also exhibits a maximum at $\approx 225$ K, with a similar frequency dependence to that of sample C. It is important to remark that above $\approx 250$ K both components of the ac susceptibility are frequency independent within the experimental sensitivity. The intensity of the peak of the real component has an in-

FIG. 8. Real (a) and imaginary (b) parts of the ac susceptibility of sample C, measured with $h_{ac} = 5$ Oe and frequencies between 16 and 1000 Hz.
intermediate value between samples A and B, and sample C, i.e., \( \chi_{\text{max}} \approx 1.1 \times 10^{-4} \text{ emu/g} \).

The ac susceptibility of sample E presents at \( \approx 200 \text{ K} \) the strongest peak of all the measured samples (\( \chi_{\text{max}} \approx 4 \times 10^{-5} \text{ emu/g} \)). The peaks for both components of the ac susceptibility show a similar frequency dependence to that explained above.

The other four samples (F–I) exhibit a peak of the ac susceptibility similar to that found for samples A and B (\( \chi_{\text{max}} \approx 4 \times 10^{-5} \text{ emu/g} \)) at \( \approx 257 \text{ K} \).

We may conclude that the peak of the ac susceptibility (\( \chi' \approx 4 \times 10^{-5} \text{ emu/g} \)) and the low-field dc magnetization (\( M_{dc}/H \approx 4 \times 10^{-5} \text{ emu/g} \)) at \( T_N = 257(1) \text{ K} \) is an intrinsic characteristic of \( \text{Y}_2\text{CuO}_4 \). At lower temperatures, an extrinsic contribution to the ac susceptibility and the low-field dc magnetization is observed, which is related to the particular microstructure of the sample. Nevertheless, we should remark that we have not found a clear correlation between this extrinsic behavior of the samples and the pressure of synthesis, which is the only experimental parameter varied for different preparation procedures. For instance, samples made under similar pressure or even different pieces produced in the same synthesis process (samples C and D) exhibited different behavior.

V. DISCUSSION

A. The Néel temperature

The narrow peak of the ac susceptibility and the low-field dc magnetization, found at \( T_N = 257(1) \text{ K} \) for samples A, B, and F–I, has been associated with a transition to a state with three-dimensional (3D) long-range AF order including a WF component (WF phase in Fig. 5). Above \( T_N \), short-range AF correlations of 2D character probably persist (AF1 phase in Fig. 5), as has already been demonstrated for other \( T' \) cuprates, based on neutron-scattering experiments.\(^2\)-\(^4\)

Neutron-scattering measurements have not been performed on \( \text{Y}_2\text{CuO}_4 \) and the synthesis procedure under high pressure has not allowed us to produce large enough single crystals for studying their magnetization parallel and perpendicular to the \( \text{CuO}_2 \) planes. However, both kinds of experiments have been performed on \( \text{Gd}_2\text{CuO}_4 \) and the structural similarities between both cuprates suggest that the conclusions deduced for the last compound may also apply to \( \text{Y}_2\text{CuO}_4 \). Then, we will assume that the antiferromagnetically ordered Cu moments of \( \text{Y}_2\text{CuO}_4 \) lie in the \( ab \) planes, similar to \( \text{Gd}_2\text{CuO}_4 \).\(^9\),\(^10\) The displacements of the \( \text{O}(1) \) ions of the \( \text{CuO}_2 \) planes from a perfect square-planar arrangement, as inferred from x-ray-diffraction experiments for \( \text{Y}_2\text{CuO}_4 \) and \( \text{Gd}_2\text{CuO}_4 \) and from neutron-scattering measurements performed on \( \text{Gd}_2\text{CuO}_4 \),\(^17\),\(^18\) suggest that the magnetic moments may be canted away from perfect AF alignment, although remaining in the \( \text{CuO}_2 \) planes, thus inducing WF components also lying in these planes. The magnetization measurements made in different directions of \( \text{Gd}_2\text{CuO}_4 \) single crystals have confirmed the canting of the Cu spins within the \( \text{CuO}_2 \) planes and the induced WF components also lying in these planes.\(^9\)

B. Phenomenological free energy

If two sublattice magnetizations, \( M_1 \) and \( M_2 \), are used to describe the behavior of the magnetic moments in the \( \text{CuO}_2 \) planes, staggered and uniform magnetizations may be defined as \( l = (M_1 - M_2)/2 \) and \( m = (M_1 + M_2)/2 \). The former vector describes the AF component and the last vector represents the WF component. If \( |M_1| = |M_2| \), \( m \) results always perpendicular to \( l \).

A simple phenomenological free energy may be written in order to describe the magnetic system of a \( \text{CuO}_2 \) plane including AF and WF interactions. For temperatures close to \( T_N \), the following expression has been proposed by Borovik-Romanov and Ozhogin:\(^19\)

\[
\mathcal{F} = A |l|^2/2 + |l|^2/2(2\chi_0 + D \cdot (1 \times m)) + C l^4/4 - m \cdot H,
\]

(2)

where \( \chi_0 \) is the uniform 2D susceptibility of the \( \text{CuO}_2 \) planes and \( D \cdot (1 \times m) \) is the Dzyaloshinski-Moriya antisymmetric exchange term. The orientation of \( D \) depends on the symmetry of the Cu-O(1)-Cu exchange bonds. In the case of \( \text{Y}_2\text{CuO}_4 \), \( D \) is expected to be restricted to the \( c \) axis due to the in-plane local distortions of the \( T' \) structure proposed from x-ray-diffraction experiments.\(^17\) In this case, the energy is lowered by inducing a WF component in the \( ab \) plane. Similar structural distortions have been found for \( \text{Gd}_2\text{CuO}_4 \) in Ref. 18 and the WF component has been measured in the \( ab \) plane as expected.\(^9\)

If \( H \) is applied perpendicular to \( D \), then \( m \) is parallel to \( H \), \( \chi_0 \) is the uniform 2D susceptibility parallel to the \( ab \) planes and \( m \), \( l \), and \( D \) are mutually perpendicular. Using a reference system where \( m = mx, l = ly, \) and \( D = Dz \), the equilibrium conditions \( \partial \mathcal{F}/\partial m = \partial \mathcal{F}/\partial l = 0 \) lead to the equations

\[
m = \chi_0 (H + D),
\]

\[
C l^3 + [A(T) - \chi_0 D^2]/2 - \chi_0 DH = 0.
\]

(3)

When \( T > T_N \), only a residual AF order persists and the \( Cl^3 \) term may be neglected. On the other hand, when \( T < T_N \), Eq. (3) may be solved using the perturbation approach

\[
|l(T, H)| = I_0(T) + a_1(T)H + a_2(T)H^2 + \cdots,
\]

where \( I_0(T) = (\chi_0/C)^{1/2}(T_N - T)^{1/2} \) corresponds to the solution for \( H = 0 \) and \( T < T_N \). In this expression, \( T_N \) is the Néel temperature determined from the condition \( \chi(l(T_N)) = A(T) - \chi_0 D^2 < 0 \). For \( T > T_N \), only the trivial solution \( I_0(T) = 0 \) is possible.

Thus, for \( H \neq 0 \), we obtain

\[
m = \begin{cases} \chi_0 [1 + D^2 \chi_0/\nu(T_N - T)] H + O(H^3), & T > T_N \\ \chi_0 D I_0(T) + \chi_0 [1 + D^2 \chi_0/2\nu(T_N - T)] H + O(H^3), & T < T_N. \end{cases}
\]

(4)

A comparison with Eq. (1) indicates that, for low applied fields,
\[ M_s(T) = \chi_0 D_0(T) = \chi_0 D(v/C)^{1/2}(T - T_N)^{1/2} \]

for \( T \leq T_N \) and \( M_s(T) = 0 \) for \( T \geq T_N \).

Above \( T_N \), the low-field differential susceptibility is given by \( \chi_d(T) = \chi_0 + (Dx_0)^2/\nu(T - T_N) \). A fit of \( \chi_d(T) \) for sample A at temperatures close above \( T_N \) gives

\[ \chi_d = \chi_0 + (Dx_0)^2\nu^{-1}(T - T_N)^{-\nu} \]

with \( \nu = 1.10(9) \). As shown in the inset of Fig. 1(a), the quality of the fit is excellent for \( T > 265 \) K. From this fit, we have determined \( \chi_0 = 1.4(5) \times 10^{-6} \) emu/g and \( (Dx_0)^2/\nu = 1.8(2) \times 10^{-4} \) K emu/g. The value \( \chi_0 = 1.4(5) \times 10^{-6} \) emu/g = 4.3(1.5) \times 10^{-4} \) emu/mol corresponds to the powder average of the uniform 2D susceptibility of Eq. (2). Within the framework of the 1/3 Heisenberg antiferromagnetic model on a square-planar lattice, a theoretical value may be calculated from the zero-temperature expression \( \chi^\prime = (g^2 \mu_B^2)/(8J_{\perp}) \). We have used the magnitude \( J_{\perp} = 1400 \) K, found for the cuprates \( R_2CuO_4 \), with \( R = Pr, Nd, \) and \( Sm^2-4 \) and we have made a powder average of the calculated \( \chi_0 \) keeping in mind that, for \( R_2CuO_4 \), it corresponds to a parallel susceptibility of the \( CuO_2 \) planes. Using an anisotropy \( \chi^\prime_0 \chi_0^\perp \geq 0.9 \), larger than that found for \( La_2CuO_4 \), we have calculated a value \( \chi_0^\perp = 0.9 \) emu/mol, smaller by a factor \( \approx 5 \) than our experimental determination. The experimental susceptibility of \( La_2CuO_4 \), after being powder averaged, \( \chi_0 = 1.2 \) emu/mol, is also larger than its calculated value, but smaller than the \( Y_2CuO_4 \) estimation by a factor \( \approx 3.5 \). The large value we have found may be attributed to the in-plane distortions of the \( Y_2CuO_4 \) compound, which break the square-planar coordination and enhance the WF component.

From the high-field magnetization data at low temperatures, we have extrapolated \( M_s(0) = 0.17 \) emu/g = 9.3 \times 10^{-7} \mu_B/Cu atom for sample A and \( M_s(0) = 0.21 \) emu/g = 11.5 \times 10^{-7} \mu_B/Cu atom for sample C. Assuming a classical spin model at zero temperature, the ratio between the WF component of the \( Cu \) moments, \( M_s(0) \), and the staggered magnetization, \( l_0(0) = gH BS \), gives an estimate for the canting angle \( \Theta \):

\[ \Theta = \tan^{-1}(l_0(0)/M_s(0)) = \tan^{-1}(l_0/\chi_0) \]

Using the moment measured for \( R_2CuO_4 \) with \( R = Pr, \) Nd, and \( Sm \), \( l_0(0) = 0.4(1) \mu_B/Cu atom \), in this expression, we obtain \( \Theta = 1.3(3)^\circ \) for sample A and a rather similar value for sample C [\( 1 = 1.6(3)^\circ \)].

The magnetic moment associated with the spin \( S = \frac{1}{2} \) of the \( Cu \) ions is expected to be reduced due to the two dimensionality of the system by a factor \( b \), so that

\[ l_0(0) = g\mu_B bS \]

A reduction factor \( b = 0.606 \) has been proposed from spin-wave theory for the \( 1/3 \) Heisenberg antiferromagnet on a 2D square lattice. Using \( g = 2 \), this value of the reduction factor predicts \( l_0(0) = 0.61 \mu_B/Cu atom \), which is larger than the moment measured for \( R_2CuO_4 \) with \( R = Pr, Nd, \) and \( Sm \), \( l_0(0) = 0.4(1) \mu_B/Cu atom \). As we use this latter value in our calculation, the corresponding reduction factor should be \( b = 0.4 \).

From the value of \( Dx_0 \) for sample A, calculated from Eq. (6), and the value of \( (Dx_0)^2/\nu \), determined from the fit of \( \chi_d \) to Eq. (5), we obtain \( \nu^{-1} = 0.4(2) \) K emu/g = 130(65) K emu/mol. This parameter is related to the staggered susceptibility of the system, which in a mean-field approximation is given by \( \chi^\prime = C_m/(T - T_N) \), where \( C_m \) is the Curie constant of the AF species and, thus, \( \nu^{-1} = C_m \). This value obtained for \( Y_2CuO_4 \) may be compared with \( \nu^{-1} = 350 \) K emu/mol for \( Gd_2CuO_4 \).

The measured parameters may be related to the exchange Hamiltonian that describes the in-plane magnetic interactions,

\[ H_{ex} = \sum_{(i,j)} S_iJ_{ij}S_j - g\mu_B \sum_i S_iH, \]

where

\[ J = \begin{bmatrix} J_{aa} & J_{ab} & 0 \\ -J_{ab} & J_{bb} & 0 \\ 0 & 0 & J_{cc} \end{bmatrix}. \]

The average interaction is AF with \( J_\perp = (J_{aa} + J_{bb} + J_{cc})/3 \). We have assumed that all the spins lie in the \( ab \) plane and this implies that \( J_{cc} \) is the smallest of the diagonal terms.

Because of the antisymmetric coupling \( J_{ab} \), the spins are canted away from perfect AF order by an angle \( \Theta \) which, on the average, is given by

\[ \tan \Theta = (J_{ab})/(2J_\perp). \]

If we assume for the \( J_\perp \) of \( Y_2CuO_4 \) the same value found for the cuprates \( R_2CuO_4 \) (\( R = Pr, Nd, \) and \( Sm \)), i.e., \( J_\perp = 1400 \) K, we determine an average value \( J_{ab} \approx 65 \) K for sample A and a quite similar value for sample C.

C. The metamagnetic transition

When a magnetic field is applied, the competition between the Zeeman energy in Eq. (8) and the interlayer AF coupling should be considered. The low values of \( M_{dc}(H,T) \) below \( H_c \), measured for sample A, indicate that the WF components in neighboring planes are oriented antiferromagnetically and a 3D AF order eventually exists because of the interlayer coupling \( J_\perp \) (AF2 phase in Fig. 5). At \( T = 0 \) and \( H = H_c \) applied on the \( CuO_2 \) planes, the WF component of each plane points in the direction of the field and this implies an energy gain for the system of \( M_s(0)H_c(0) \). However, to reach this state, the inversion of the WF component of half of the \( CuO_2 \) planes has to take place. For this inversion, a full reversal of the spins in these planes is necessary, with an energy loss of \( 4J_\perp(bS)^2 \). The energy balance let us estimate a value for the interlayer coupling constant, through the expression

\[ J_\perp = M_s(0)H_c(0)/(4b^2S^2). \]
In the metamagnetic transition, two different values for the critical field, $H_c^{*}$ and $H_c^{**}$, have been found depending on whether we increase or decrease the field, respectively. Both critical fields coincide above a tricritical temperature, $T_c$, located at $\approx 240$ K. The hysteretic behavior is a typical feature of metamagnetic transitions and is mainly due to the internal field produced by the ferromagnetically ordered component of the spins.23,24 However, in the present case, the hysteresis is not only due to the metamagnetic transition, but it is enhanced by the underlying structural distortion of the sample, which will be analyzed in Sec. V E. The magnetic phase between $H_c^{*}(T)$ and $H_c^{**}(T)$ has been called $M$ phase (mixed phase) in Fig. 5 for analogy with the typical metamagnetic transitions. The enhancement of the hysteresis, especially at low temperatures, makes difficult the determination of the internal critical field. At 5 K, $H_c^{*}$ has been measured for sample A from the first magnetization curve and its value is $\approx 4$ kOe; the values of $H_c^{**}$ below 130 K are negative and they cannot be measured. Using $H_c^{*}(0) \approx 4$ kOe and the $M_s(T)$ of sample A in Eq. (10), we estimate $J_1 \approx 17$ mK. Thus, using again $J_1 \approx 1400$ K for the $Y_2CuO_4$, the ratio between interlayer and intralayer coupling is about $1.2 \times 10^{-5}$, of the same order as that found for $La_2CuO_4$.16

A determination of the critical exponents of the metamagnetic transition is complex because of the difficult calculation of the internal field and the small magnitude of the differential susceptibility. Nevertheless, we have determined the critical exponent $\alpha'$ for sample A by fitting below $T_c$ the differential susceptibility, measured at the critical field $H_c \approx 600$ Oe, to the expression

$$\chi_d(H_c,T) = A(T_c - T)^{-\alpha'}.$$  \hspace{1cm} (11)

In this equation, the derivative $\chi_d = \partial M_{dc}/\partial H$ has to be obtained with respect to the internal field, $H = H - N M$, where $H$ is the applied field and $N$ is the demagnetization factor. We have obtained $\alpha' = 0.51(2)$, a value close to that expected from mean-field theory.23

For sample C, the situation below the critical line, $H_c(T)$, is quite different. In this case, the isothermal magnetization vs field measurements show that a ferromagnetic component persists even below the critical field (see Fig. 6). However, the value of the extrapolated saturation magnetization at 0 K in this regime [$M_s(0) \approx 1.3 \times 10^{-3} \mu_B / Cu \text{ atom}$] is about nine times smaller than its value in the WF state above $H_c$ [$M_s(0) \approx 11.5 \times 10^{-3} \mu_B / Cu \text{ atom}$]. This behavior indicates that the WF components are not totally compensated below $H_c$. We may assume that some clusters of the sample, about 10%, which are specially disordered, cannot undergo the metamagnetic transition and remain in a WF state. The behavior of this percentage of clusters partially masks the metamagnetic transition exhibited by the rest of them. The critical field measured at 5 K for increasing fields [$H_c^{*}(5 \text{ K}) \approx 5$ kOe] is not very different from that of sample A and the critical field measured for decreasing fields, $H_c^{**}$, is also negative. The same arguments given at the beginning of this section to explain the metamagnetic transition of sample A may be applied to sample C, although, in this case, some clusters still remain ferromagnetically ordered below $H_c$. Equation (10) also may be used and gives a value of $J_1$ slightly larger for sample C, due to higher values of $M_s(0)$ and $H_c(0)$. We have estimated the last parameter to be $H_c(0) \approx 5$ kOe.

D. The weak ferromagnetic transition

A surprising observation is that the ferromagnetic (FM) behavior of both samples A and C, as indicated by the values of $M_s(T)$, is present up to temperatures $\approx 300$ K, well above $T_N$. A similar behavior has also been found for $Gd_2CuO_4$, where the dc magnetization measurements and the electron-spin-resonance signal of the Gd ions indicated the persistence of a WF component of the Cu moments up to $\approx 50$ K above $T_N$.22

A characteristic temperature of a FM system in an applied magnetic field is that of the inflexion point of $M_{dc}$ vs $T$. The minimum of the $\partial M_{dc}(T)/\partial T$ curves in Fig. 9(a) clearly signals this point for sample A.

Another typical characteristic of the behavior of the FM transition is the peak of $\chi_d(H,T)$ vs $T$ for a given field, which typically shifts towards higher temperatures on increasing field.25 In Fig. 9(b), we show a strong peak in sample A for low fields. When the field is increased, this peak becomes weaker and shifts towards higher temperatures.

In Fig. 10, we plot with open squares the inflexion points of the magnetization vs temperature of sample A

![FIG. 9. (a) Derivative of the dc magnetization with temperature for sample A and fields of 2, 10, and 50 kOe. (b) Differential susceptibility versus temperature of sample A at 60 Oe, 12.5, and 50 kOe. In both cases, the arrows indicate the maxima which define the points of the WF transition.](image-url)
and with full squares the maximum of the differential susceptibility peaks at different fields. These points separate two different phases (AF1 and WF) in the phase diagram of Fig. 10 and can be fitted to the same function

$$H/H_0 = [T(H)/T_c - 1]^{\gamma + \beta}$$  \hspace{1cm} (12)

with $T_c = T_N = 257$ K. From this fit, we obtain the parameters $\gamma + \beta = 1.7(2)$ and $H_0 = 870(300)$ kOe. This kind of function can be deduced from a scaling-law equation of state which, in the vicinity of the ferromagnetic critical temperature, has the form $m(h,t) = t^{F(h/t)^{(\gamma + \beta)}}$ where $m$, $h$, and $t = (T - T_N)/T_N$ are reduced variables. This equation leads to the well-known asymptotic behavior

$$m(h=0,t) \propto t^{\beta}, \quad T < T_N$$  \hspace{1cm} (13)

$$\chi(h=0,t) \propto t^{-\gamma}, \quad T > T_N$$  \hspace{1cm} (14)

$$m(h,t=0) \propto h^{1/\gamma}.$$  \hspace{1cm} (15)

Fitting the low-field differential susceptibility above the peak to Eq. (7), which is equivalent to Eq. (14), we have determined $\gamma = 1.10(9)$. From the fit of the isothermal magnetization vs field at temperatures around $T_N$ to Eq. (15) (Fig. 11), we have found $\delta = 3.15(20)$. We cannot use Eq. (13) because of the metamagnetic transition which masks $m(h=0,t)$ below $T_N$. But we can calculate $\beta$ from the relations $\Delta = \gamma + \beta = \beta_0$, knowing $\gamma + \beta$ from Eq. (12) and the other two critical exponents. From $\Delta = \gamma + \beta$ and $\gamma = 1.10(9)$, we obtain $\beta = 0.56(29)$. From $\Delta = \beta_0$ with $\delta = 3.15(20)$, we obtain $\beta = 0.53(10)$, in close agreement with the previous value. In all cases, the exponents found are close to those expected from mean-field theory.\textsuperscript{26}

We have also determined the WF transition of sample C from the inflection points of the $M_{dc}(T)$ curves at different fields. The critical behavior of this transition is very similar to that of sample A, with a coincident critical exponent $\Delta = (\gamma + \beta) = 1.8(3)$.

### E. ac dynamics and relaxation effects

The peak of the ac susceptibility at $T_N = 257$ K for sample B does not show any detectable frequency dependence, in accordance with a well-behaved antiferromagnetic transition. On the other hand, the susceptibility peaks observed at lower temperatures, $\approx 220$ K for samples C and D and $\approx 190$ K for sample E, show a strong frequency dependence more characteristic of a spin-glass or cluster freezing behavior (see Fig. 8), with the freezing temperature signaled by the maximum of the susceptibility.

There are basically two different possible interpretations of the spin-glass freezing: One assumes the existence of a true equilibrium phase transition at finite temperature and is commonly accepted for canonical spin glasses.\textsuperscript{27} The other interpretation assumes the existence of clusters and, in this case, the freezing is a nonequilibrium phenomenon.\textsuperscript{28} For isolated clusters, the frequency dependence of their blocking temperature has been predicted, according to the Néel model,\textsuperscript{29} to follow an Arrhenius law

$$\tau = \tau_0 \exp(E_a/kT_B),$$  \hspace{1cm} (16)

where $E_a$ is the potential barrier which separates two easy orientations of the cluster. For magnetically interacting clusters, instead a Vogel-Fulcher law has been proposed:

$$\tau = \tau_0 \exp\left[\frac{E_a}{k(T_B - T_0)}\right],$$  \hspace{1cm} (17)

where $T_0$ can be viewed as a phenomenological parameter which describes the intercluster interaction. Equation (17) is only valid for $T_B \gg T_0$ and implies a linear dependence of the blocking temperature, $T_B$, on the magnitude $1/\ln(2\pi T_0)$\textsuperscript{-1}. We have found a good fit to this linear
dependence in sample C, for all the measured frequency range (10–1000 Hz) using the value $\tau_0=10^{-12}$ s. From this fit, we have also determined $T_0 \approx 200$ K.

Recently, there have been attempts to describe the dynamic properties of the spin glasses within the framework of critical phenomena associated with a transition. The scaling laws have been proposed for the critical slowing down of the relaxation time. The $T_c \neq 0$ transition model predicts a power law,\textsuperscript{30}

$$\tau = \tau_0 [T_f/(T_f - T)]^\alpha,$$

(18)

which leads to a scaling of $\chi''(T, \omega)$ by using the relation

$$\chi''(T, \omega) = t^\beta G(\omega \tau),$$

(19)

where $G(x)$ is a universal function of $x$, $t = (T - T_c)/T_c$ is the zero-field-reduced temperature, and $\beta$ is the exponent of the order parameter.

Activated dynamics have been also proposed to explain the observance of a cusp in the $\chi'(T)$ curve. In this case, a set of interacting superparamagnetic clusters has a finite probability to overcome an energy barrier, $E_a$, which scales with the correlation length $\xi$, $E_a \sim \xi^\xi$, and, if a generalized Arrhenius law holds for the relaxation time,\textsuperscript{31} we have

$$\ln(\tau/\tau_0) \propto \xi^\xi \propto (T - T_B)^{-\nu \eta}.$$  

(20)

Near $T_B$, the scaling relationship characteristic of activated dynamics may be written as

$$\chi''(T, \omega) = t^P G[-t^Q \ln(\omega \tau_0)],$$

(21)

where $G(x)$ is again a universal function of $x$ and $P$ and $Q$ are critical exponents.

We have found it impossible to obtain a good scaling of the experimental data of sample C, for any reasonable value of the parameters, to the power function scaling (19), characteristic of spin glasses with transition at a finite temperature. Instead, an excellent scaling was obtained using the expression (21) with $T_c = 215.5$ K, $P = 1.4$, $Q = 0.55$, and the value $\tau_0 = 10^{-12}$ s obtained from the Vogel-Fulcher plot (inset of Fig. 12). The quality of this scaling is shown in Fig. 12. Despite the nonuniversality of the $P$ and $Q$ exponents, indicative of significant differences between the dynamic behavior and the relaxation processes of each system, the values that we have found are similar to those reported for other materials described as systems of interacting clusters.\textsuperscript{32}

Closely related to the dynamic behavior of frozen interacting clusters is the observation of irreversibility in the $M_{dc}(H, T)$ vs $T$ measurements, depending on ZFC and FC procedures.\textsuperscript{33} This irreversibility is also observed as a hysteresis in the $M_{dc}(H, T)$ vs $H$ curves at different temperatures. The line that delimits the reversible region in the $H$-$T$ diagrams has been well determined for sample A (Fig. 10). The irreversibility line follows the equation

$$H_{irr}/H_0 = (1 - T/T_c)^{3/2}$$

(22)

as a de Almeida–Thouless line. The $h^{3/2}$ dependence is typically exhibited by the freezing temperature of spin glasses and the blocking temperature of systems of interacting clusters.\textsuperscript{34} We have also determined some irreversibility points for sample C and we have found an absolute coincidence with those determined for sample A.

In order to verify that the observed irreversibility line really corresponds to a blocking of weak ferromagnetic clusters, we have measured the magnetization relaxation after the ZFC process for sample C at two different fields, below and above this line. As expected, the magnetization measured at 110 K and 500 Oe, i.e., in the irreversible region, shows the dependence $M_{dc}(t)/M_{irr}(t)$ (Fig. 13), characteristic of spin-glass or interacting-cluster systems.\textsuperscript{28,35} Above the irreversible line, at 110 K and 25 000 Oe, the time dependence of the ZFC magnetization is negligible.

The microscopic origin of the weak ferromagnetic clusters responsible of the observed dynamics in the Y$_2$CuO$_4$ cuprates is not clearly ascertained. However, it is very

![FIG. 12. Activated dynamic scaling $\chi'' = t^P G[-\ln(\omega \tau_0) t^Q]$ with $t = (T - T_c)/T_c - 1$ ($T_c = 215.5$ K), $P = 1.4$, $Q = 0.55$, and $\tau_0 = 10^{-12}$ s, for seven sets of measurements of sample C with $h_{ac} = 5$ Oe and frequencies between 16 and 1000 Hz. Inset: Variation of the temperature of the maximum of the imaginary part of the ac susceptibility with the frequency of the ac field ($h_{ac} = 5$ Oe), in a Vogel-Fulcher plot for sample C. From the linearity of this plot we obtain $\tau_0 = 10^{-12}$ s.](image)

![FIG. 13. Magnetization relaxation after ZFC for sample C, at 110 K, below the irreversibility line ($H = 500$ Oe, circles) and above it ($H = 25 000$ Oe, squares). Notice that both y-axis scales are the same.](image)
likely that the crystallographic distortion of the tetragonal $T'$ structure allowing the development of a WF component has no long-range order. This would lead to finite-size weak ferromagnetic clusters depending on the detailed microstructure of the samples. The differences in the microstructure of the samples investigated lead to strongly modified behaviors concerning the low-temperature peak associated to the freezing of these finite-size clusters. So, we may conclude that while $T_N$ is an intrinsic characteristic of all the Y$_2$CuO$_4$ samples, the freezing phenomenon is more extrinsic, depending on the relevance and extent of the local structural distortion leading to the observed lattice superstructures.

VI. CONCLUSIONS

The peak of the ac susceptibility and the low-field dc magnetization found at 257(1) K for most of the samples determines the Néel temperature, $T_N$. This temperature signals the transition of the Cu lattice to long-range 3D AF order. The ordered Cu spins lie in the CuO$_2$ planes and, above $T_N$, short-range AF correlations of 2D character probably persist.

The $T'$ structure of Y$_2$CuO$_4$ is affected by local distortions, which break the Cu-O square-planar coordination. Then, a Dzyaloshinski-Moriya antisymmetric exchange term is allowed in the Hamiltonian of the system. The antisymmetric exchange coupling produces a canting of the Cu spins away from perfect AF alignment, but still lying on the CuO$_2$ planes. As a consequence, a WF component within the CuO$_2$ planes is induced. Assuming for Y$_2$CuO$_4$ the same intraplanar coupling constant, $J_{1b}$ $\approx$ 1400 K, and the same staggered magnetization, $I_0(0)$ = 0.4$\mu_B$/Cu atom, found for other cuprates of the same structure, we estimate for sample A an average antisymmetric exchange coupling constant around $\langle J_{1ab} \rangle$ $\approx$ 65 K and a canting angle around $\Theta$ $\approx$ 1.3°. The behavior of sample A is also exhibited by most of the Y$_2$CuO$_4$ samples and its estimated parameters are rather similar to those obtained from sample C, which presents some different behaviors. Consequently, we assume that these parameters are intrinsic and universal for the Y$_2$CuO$_4$ cuprates.

At zero field below $T_N$, the AF interlayer coupling orients the WF components in neighboring planes antiferromagnetically. This order holds until a metamagnetic-like transition occurs. For fields above this transition, the Zeeman energy overcomes the energy of the AF interlayer coupling and, then, a typical WF phase appears unmasked. From sample A, we have estimated the AF interlayer coupling constant around $J_2$ $\approx$ 17 mK, the critical field where the metamagnetic transition takes place at 0 K around $H_c(0) \approx$ 4 kOe and the extrapolated saturation magnetization reached by the WF component about $M_S(0) \approx$ 3.3 x 10$^{-3}$ $\mu_B$/Cu atom. Above $T_N$, the WF phase still persists induced by the field. The transition from this phase to the high-temperature paramagnetic phase with short-range 2D AF correlations is given by the function $h = h(1+y+b)$, where $h = H/H_0$, and $y = -(T_T-T_N)/T_N$. The critical exponents found for both the metamagnetic transition and the WF transition are close to those expected from mean-field theory.

Nevertheless, this system exhibits some properties, such as enhanced hysteresis loops, an irreversibility line (IL), relaxation effects below this IL, and some frequency dependence of the ac susceptibility below $T_N$ $\approx$ 257 K, which cannot be explained in the scope of the theory of weak ferromagnetism of ordered materials. These features are more characteristic of disordered magnetic systems, so, to explain them, we have assumed that there is an inhomogeneous distribution of the local structural distortions allowing the weak ferromagnetic behavior. This inhomogeneous distribution leads to finite-size weak ferromagnetic clusters depending on the detailed microstructure of the samples. The differences in the microstructure of different samples produce strongly modified behaviors concerning the appearance of a low-temperature peak in the ac susceptibility associated to the freezing of the finite-size clusters. This peak displays a strong frequency dependence, while that corresponding to $T_N$ was found to be independent of the frequency. The imaginary component of the ac susceptibility measured at different frequencies may be well scaled to the activated dynamic relation $\chi'' = t^{-\alpha}(\omega \tau_0)$, which is characteristic of systems of interacting clusters. Related to this behavior, a universal irreversibility line has been determined, which follows a de Almeida–Thouless-like law $t \propto h^{2/3}$, and logarithmic relaxation processes have been observed below it.

All these features have led us to observe a complex magnetic phase diagram for the Y$_2$CuO$_4$ cuprates, where the intrinsic microscopic magnetic interactions, producing the long-range AF order at $T_N$, the weak ferromagnetic phase and the metamagnetic transition, combine with a more extrinsic distribution of local structural distortions, which leads to finite-size WF interacting clusters.
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